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Abstract

Go is a production-level statically typed programming language whose design features explicit message-passing primitives and lightweight threads, enabling (and encouraging) programmers to develop concurrent systems where components interact through communication more so than by lock-based shared memory concurrency. Go can only detect global deadlocks at runtime, but provides no compile-time protection against all too common communication mismatches or partial deadlocks.

This work develops a static verification framework for bounded liveness and safety in Go programs, able to detect communication errors and partial deadlocks in a general class of realistic concurrent programs, including those with dynamic channel creation and infinite recursion. Our approach infers from a Go program a faithful representation of its communication patterns as a behavioural type. By checking a syntactic restriction on channel usage, dubbed fencing, we ensure that programs are made up of finitely many different communication patterns that may be repeated infinitely many times. This restriction allows us to implement bounded verification procedures (akin to bounded model checking) to check for liveness and safety in types which in turn approximates liveness and safety in Go programs. We have implemented a type inference and live-safety in types which in turn approximates liveness and safety procedures (akin to bounded model checking) to check for liveness times. This restriction allows us to implement bounded verification frameworks for bounded liveness and communication safety in Go programs, able to detect communication errors and partial deadlocks in a general class of realistic concurrent programs, including those with dynamic channel creation and infinite recursion. Our approach infers from a Go program a faithful representation of its communication patterns as a behavioural type. By checking a syntactic restriction on channel usage, dubbed fencing, we ensure that programs are made up of finitely many different communication patterns that may be repeated infinitely many times. This restriction allows us to implement bounded verification procedures (akin to bounded model checking) to check for liveness and safety in types which in turn approximates liveness and safety in Go programs. We then perform an analysis on the program structure [20, 40], nor can it detect deadlocks involving only a strict subset of a program’s goroutines (partial deadlocks).

Liveness and Safety of Communication While Go’s type system does ensure that channels are used to communicate values of the appropriate type, it makes no static guarantees about the liveness or channel safety (i.e. channels may be closed in Go, and sending on a closed channel raises a runtime error) of communication in well-typed code. Our work provides a framework for the static verification of liveness and absence of communication errors (i.e. safety) of Go programs by extracting concurrent behavioural types from Go source code (related type systems have been pioneered by [48] and [33], among others). Our types can be seen as an abstract representation of communication behaviours in the given program. We then perform an analysis on behavioural types, which checks for a bounded form of liveness and communication safety on types and study the conditions under which our verification entails liveness and communication safety of programs.

1.1 Overview

We present a general overview of the steps needed to perform our analysis of concurrent Go programs.

Prime Sieve in Go To illustrate the challenges in analysing Go programs, we begin by considering a rather concise implementation of a concurrent prime sieve (Listing 1, adapting the example from [43] to output infinite primes). This seemingly simple Go program includes intricate communication patterns and concurrent behaviours that are hard to reason about in general due to the combination of (1) unbounded iterative behaviour, (2) dynamic channel creation and (3) spawning of concurrent threads.

The program is made up of three functions: Generate, that given a channel ch continuously sends along the channel an increasing sequence of integers starting from 2 (encoded as a for loop without an exit condition); Filter, that given a channel

Categories and Subject Descriptors D.1.3 [Programming Techniques]: Concurrent Programming; D.2.4 [Software Engineering]: Software/Program Verification; D.3.1 [Programming Languages]: Formal Definitions and Theory; F.3.2 [Semantics of Programming Languages]: Program analysis

Keywords Channel-based programming, Message-passing programming, Process calculus, Types, Safety and Liveness, Compile-time (static) deadlock detection
for inputs in, one for outputs out, and a prime, continuously forwards a number from in to out unless it is divisible by prime; and main, which assembles the sieve by creating a new synchronous channel ch, spawning the Generator thread (i.e. go Generate(ch) // Spawn generator), and then iteratively setting up a chain of Filter threads, where the first filter is connected to the generator and the next Filter, and so on. We note that with each iteration, a new synchronous channel ch is created that is then used to link each filter instance. The program spawns an infinite parallel composition of Filter threads, each pair connected by a dynamically created channel; and the execution of Generator and the Filter processes in the sieve is non-terminating.

Types of Prime Sieve Our framework infers from the prime sieve program the type \( t_0 \) given by:

\[
\begin{align*}
g(x) & \triangleq \bar{x}; g(x) \\
f(x,y) & \triangleq x; (g(y) \otimes f(x,y)) \\
r(x) & \triangleq x; (\text{new } b)(f(x,b) \mid r(b)) \\
t_0() & \triangleq (\text{new } a)(g(a) \mid r(a))
\end{align*}
\]

The type is described as a system of mutually recursive equations, where the distinguished name \( t_0 \) types the program entry point. This language is equivalent to a subset of CCS \([15]\) with recursion, parallel and name creation, for which deciding liveness or safety is in general undecidable \([7, 8]\). The type \( t_0 \) specifies that main consists of the creation of a new channel \( a \) and the two parallel behaviours \( g(a) \) and \( r(a) \). The type given by equation \( g(x) \), which types the generator, identifies the infinite output behaviour along the given channel \( x \). The type equation \( f(x,y) \) specifies the filter behaviour: input along \( x \) and then either output on \( y \) and recurse or just recurse. Finally, we decompose the topology set-up as \( r(x) \) which inputs along \( x \) and then, through the creation of a new channel \( b \), spawns a filter on \( x \) and \( b \) and recurses on \( b \), creating an infinite parallel composition of filters throughout the execution of the program.

Our type-level analysis relies on the fact that types are able to accurately model a program’s communication behaviour. The analysis proceeds in two steps: a simple syntactic check on channel usage in types, dubbed fencing, and a symbolic finite-state execution of fenced types.

Fenced Types Intuitively, if types are fenced, then during their execution there can only be a finite set of channels, or a fence, shared by finitely many types (threads). Moreover, fencing ensures that recursive calls under parallel composition eventually involve only local names, shared between finitely many threads. This guarantees that a program consists of finitely many different communication patterns (that may themselves be repeated infinitely many times).

For instance, the recursive call to \( r(b) \) in the equation \( r(x) \) is fenced, since the recursive instances of \( r \) will not know the channel parameter \( x \) hence they can only share \( x \). This restriction enforces a “finite memory” property wrt. channel names, insofar as given enough recursive unfoldings all the parameters of the recursive call will be names local to the recursive definition.

Symbolic Semantics and Bounded Verification Fenced types can be symbolically executed as CCS processes in a representative finite-state labelled transition system that consists of a bounded version of the generally unrestricted type semantics. This enables us to produce decision procedures for bounded liveness and safety of types, which deems the type \( t_0 \) as bounded live and safe. In the finite control case, the bounded correctness properties and their unbounded ones coincide. The approach is similar to bounded model checking, using a bound on the number of channels in a type to limit its execution.

From Type Liveness to Program Liveness The final step is to formally relate liveness and safety of types to their analogues in Go programs. For the case of safety, safety of types implies safety for programs. For the case of liveness, programs typically rely on data values to guide their control flow (e.g. in conditional branches) which are abstracted away at the type level. For instance, the Filter function only outputs if the received value \( i \) is not divisible by the given \( prime \), but the type for the corresponding process is given by \( f(x,y) \) which just indicates an internal choice between two behaviours. The justification for the liveness of \( t_0 \) is that the internal choice always has the potential to enable the output on \( y \) (assuming a fairness condition on scheduling). However, it is not necessarily the case that a conditional branch is “equally likely” to proceed to the then branch or the else branch. In §5 we define the three classes of programs in which liveness of programs and their types coincide.

1.2 Contributions We list the main contributions of our work: To define and then show the bounded liveness and safety properties entailed by our analysis, we formalise the message-passing concurrent fragment of the Go language as a process calculus (dubbed MiGo). The MiGo calculus mirrors very closely the intended semantics of the channel-based Go constructs and allows us to express highly dynamical and potentially complex behaviours (§2). We introduce a typing system for MiGo which abstracts behaviours of Go as a subset of CCS process behaviours (§3). We define a verification framework for our type language based on the notion of fences and symbolic execution, showing that for fenced types our symbolic semantics is finite control, entailing the decidability of bounded liveness and channel safety (i.e. the notions of liveness and channel safety wrt. the symbolic semantics — §4). We characterise the MiGo programs whose liveness and safety are derived from our analysis on types (§5). We show that our results are systematically extended to asynchronous communication semantics (§6). We describe the implementation of our analysis in a tool that we use to evaluate our approach against open-source, publicly available Go programs (§7).

Our implementation and benchmark examples are available online [3].

2. MiGo: A Core Language for Go This section introduces a core calculus that models the message passing concurrency features of the Go programming language, dubbed MiGo (mini-go). Beyond sending and receiving data values
along channels, the Go language supports three key concurrency features:

**FIFO Queues.** Message-passing in Go is achieved via an abstract notion of a lossless, order-preserving communication channel, implemented as a (bounded) FIFO-queue. When the bound on the queue size is 0, communication is fully synchronous, whereas with strictly positive bounds the communication is asynchronous (i.e. sending is non-blocking if a queue is not full and, dually, receiving is non-blocking if a queue is not empty). The bound is defined upon channel creation and cannot be changed dynamically.

**Goroutines.** Go supports lightweight threads, dubbed goroutines, which denote the spawning of a thread to execute a function concurrently with the main control flow of a program. This feature can be modelled by a combination of parallel composition and process definitions.

**Select.** The select construct in Go encodes a form of guarded choice, where each branch is guarded by an input or an output on some channel. When multiple branches can be chosen simultaneously, one is chosen at random (through pseudo-random number generation). It is also possible to encode a "timeout" branch in such a choice construct.

Our fencing-based analysis is oblivious to buffer sizes, hence we first focus on fully synchronous communication for ease of presentation, addressing bounded asynchrony in §6.

### 2.1 Syntax of MiGo

The syntax of the calculus is given in Figure 1 where \( P, Q \) range over processes, \( \pi \) over communication prefixes, \( e, e' \) over expressions and \( x, y \) over variables. We write \( \bar{\epsilon} \) and \( \bar{x} \) for a list of expressions and variables, respectively (we use \( \cdot \) as concatenation operator). Programs are ranged over by \( P \), consisting of a collection of mutually recursive process definitions (ranged over by \( D \)), parameterised by a list of (expression and channel) variables. We omit a detailed enumeration of types such as booleans, floating-point numbers, etc., which are typed with payload types omitted a detailed enumeration of types such as booleans, floating-point numbers, etc., which are typed with payload types, consisting of a collection of (expression and channel) variables. We omit a detailed enumeration of types such as booleans, floating-point numbers, etc., which are typed with payload types.

We define a new channel with payload type \( \sigma \), binding it to \( y \) in the continuation \( P \); process call \( X(\bar{e}, \bar{u}) \) denotes an instance of the process definition bound to \( X \), with formal parameters instantiated to \( \bar{e} \) and \( \bar{u} \). Both restriction \( \langle uc \rangle P \) and buffers at channel \( e \) denote runtime constructs (i.e. not written explicitly by the programmer), where the former denotes the runtime handle \( c \) for a channel bound in \( P \) and a buffer for an open channel \( c(\sigma) :: \bar{v} \), containing messages \( \bar{v} \) of type \( \sigma \), or a buffer for a closed channel \( c^*(\sigma) :: \bar{v} \). A closed channel cannot be used to send messages, but may be used for receive operations an unbounded number of times.

Our representation of a Go program as a process \( P \) in MiGo, written \( \{ D_i \}_{i \in \bar{I}} \in P \), consists of a set of mutually recursive process definitions which encode all the goroutines and functions used in the program, together with a process \( P \) that encodes the program entry point (i.e. the \( \text{main} \)).

#### 2.1.1 Example – Prime Sieve in MiGo

To showcase the MiGo calculus, we present a concurrent implementation of the sieve of Eratosthenes that produces the infinite sequence of all prime numbers.

The implementation relies on a generator process \( G(n, c) \) that outputs natural numbers and a filter process \( F(n, i, o) \) that filters out divisible naturals. The code for the generator and filter processes are given below as definitions:

\[
G(n, c) \triangleq c!; G(n+1, c) \triangleq \text{if}\ (x\%n \neq 0)\ \text{then}\ c!; (x\%n \\
\text{else}\ F(n, i, o) \triangleq \text{newchan}(c^\prime;\text{int}; (F(x, c, c^\prime) \mid R(c^\prime)) \}
\]

As we make precise in §4.2 the execution of the processes is fenced insofar it is always the case that channels are shared (finitely) by a finite number of processes. For instance, name \( c \) above is only known to \( G(k, c) \) and \( F(2, c, c^\prime) \). This point is crucial to ensure the feasibility of our approach.

#### 2.1.2 Example – Fibonacci in MiGo

We implement a parallel Fibonacci number generator that computes the \( n^{th} \) number of the Fibonacci sequence.

\[
Fib(n, c) \triangleq \text{if}\ (n \leq 1)\ \text{then}\ c!; (n, c) \text{else newchan}(\text{e}^\prime;\text{int}; (Fib(n-1, c^\prime) \mid Fib(n-2, c^\prime) \mid e^\prime!(x); e^\prime!(y); e^\prime!(x+y)))
\]

The definition \( Fib(n, c) \) above tests if the given number \( n \) is less than or equal to 1. If so, it sends \( n \) on \( c \) and terminates. Otherwise, the process creates a new channel \( c^\prime \), which is then used to run two parallel copies of \( Fib \) for the two predecessors of \( n \). The parallel instances are composed with inputs on \( c^\prime \) twice which are then added and sent along \( c \).

A sample program that produces the 10th element of the Fibonacci sequence is given below:

\[
\{Fib(n, c)\} \text{ in newchan}(c^\prime;\text{int}; (Fib(10, c) \mid e^\prime!(u); 0))
\]
On the other hand, the following program should be deemed not live since the outputs from the recursive calls are never sent to the initial Fibbad call and so the answer is never returned to the main process (i.e., c?(u); 0 can never fire).

\[ \text{Fibbad}(n, c) \triangleq \text{newchan}(c'; \text{int}); \]
\[ \text{Fibbad}(n-1, c') \iff \text{Fibbad}(n-2, c') \iff c?(x); c'?(y); c(x+y) \]

### 2.3 Liveness and Channel Safety

We define a notion of liveness and channel safety for programs through bars in processes (Definition 2.1). Liveness identifies the ability of communication actions to always eventually fire. Channel safety pertains to the semantics of channels in Go, where closing a channel more than once or sending a message on a closed channel raises a runtime error.

A common pattern in the usage of select in Go is to introduce a timeout (or default) branch, which we model as a \( \tau \)-guarded branch. This notion of timeout makes the definition of liveness slightly challenging. Consider the following:

\[ P_1 \triangleq \text{select}\{a!(x), b!(y); 0, \tau; P_1\} R_1 \triangleq a?!(y); 0 \]
\[ P_2 \triangleq \text{select}\{a!(x), b!(y); 0\} R_2 \triangleq c?!(y); 0 \]

A select with a branch guarded by \( \tau \) contains a branch that is always enabled by default (since \( \tau \) actions can always fire silently). Hence if the continuation of the \( \tau \) prefix \( P_1 \) is live, then \( P_1 \) is live. On the other hand, \( P_2 \) by itself cannot be live. For \( P_2 \) to be live, it must be composed with a process that can offer an input on \( a \) or an output on \( b \), with respective live continuations. Hence \( P_2 \mid R_1 \) is live. However, \( P_1 \mid R_1 \) is not live unless \( P_1 \mid R_1 \) is live (\( i \in \{1, 2\} \)).

Accounting for these features, we formalise safety and liveness properties, extending the notion of barbed process predicates [33].

Most of the definitions are given in a standard way, with some specifics due to the ability to close channels: input bars \( P \downarrow a \), denoting that process \( P \) is ready to perform an input action on the free channel name \( a \); output bars \( P \uparrow a \) are dual; a synchronisation bar \( P \downarrow[a] \), indicating that \( P \) can perform a synchronisation on \( a \); a channel close bar \( P \downarrow[a] \), denoting that \( P \) can close channel \( a \); and \( P \downarrow[a] \), denoting that \( P \) may send from closed channel \( a \). We highlight the predicate \( P \downarrow[a] \), where \( a \) is a set of bars, which applies only for the select construct, stating that the bars of select\(\{\pi_i; P_i\}_{i \in I}\) are those of all the processes that make up the external choice, provided that all of them can exhibit a bar.

**Definition 2.1 (Bars).** We define the predicates \( \pi \downarrow a \), \( P \downarrow[a] \), and \( P \downarrow[a] \) with \( a, a_i \in \{a, \pi, [a], \text{end}[a], a^*\} \).

\[ c?(x) \downarrow[a] \iff c!(x) \downarrow[a] \]
\[ P \downarrow[a] \iff P \downarrow[a] \]

\[ \forall a \in \{a, \pi, [a], \text{end}[a], a^*\} P \downarrow[a] \]

\[ \forall i \in \{1, \ldots, n\} : \pi_i \downarrow[a] \iff P \downarrow[a] \]

\[ P \downarrow[a] \]

\[ P \downarrow[a] \]

\[ P \downarrow[a] \]

\[ P \downarrow[a] \]

\[ P \downarrow[a] \]

The semantics of MGo, written \( P \Rightarrow Q \), is defined by the reduction rules of Figure 2 together with the standard structural congruence \( P \equiv Q \) (which includes \( \equiv\)). For process definitions, we implicitly assume the existence of an assignment of sets \( \{D_i\}_{i \in I} \). Our semantics follows closely the semantics of the Go language: a channel is implemented at runtime by a buffer that is open or closed. Once a channel is closed, it may not be closed again nor can it be used for output. However, a closed channel can always be the subject of an input action, where the received value is a bottom element of the corresponding payload data type. For now, we impose a synchronous semantics (represented in Go with channel of size 0), see §3 for the asynchronous semantics.

Rule [\text{scm}] specifies a synchronisation between a send and a receive. Rule [\text{sclose}] defines inputs from closed channels, which according to the semantics of Go are always enabled, entailing the reception of a base value \( v' \) of type \( \pi \). Rule [\text{close}] changes the state of a buffer from open \( c(\sigma); x \) to closed \( c'(\sigma); x \). Rule [\text{newc}] creates a fresh channel \( c \), instantiating it accordingly in the continuation process \( P \) and creating the buffer for the channel. Rule [\text{sel}] encodes a mixed non-deterministic choice, insofar as any subprocess \( P_j \) that can exhibit a reduction may trigger the choice. The rule [\text{def}] replaces \( X \) by the corresponding process definition (according to the underlying definition environment), instantiating the parameters accordingly. The remaining rules are standard from process calculus literature [46].
If \( Q \downarrow \alpha \) or \( Q \downarrow \pi \) then \( Q \psi_{[\alpha]} \).

(b) If \( Q \downarrow \alpha \) then \( Q \psi_{[\alpha]} \) for some \( \alpha \in \{ \bar{a} \} \).

Channel safety states that in all reachable program states, channels are closed at most once and no process performs outputs on closed channels, as specified by the semantics of the Go language.

**Definition 2.3** (Channel Safety). The program \( P \) is channel safe if for all \( Q \) such that \( Q \rightarrow \) (\( \nu \alpha \))\( Q \), \( Q \downarrow \alpha \cdot \) then \( \neg(Q \psi_{[\alpha]}) \) and \( \neg(Q \psi_{[\pi]}) \).

### 3. A Behavioural Typing System for MiGo

Go’s channel types are related to those of the \( \pi \)-calculus, where the type of a channel carries the type of the objects that threads can send and receive along the channel. Our typing system augments Go’s channel types by also serving as a behavioural abstraction of a valid MiGo program, where types take the form of CCS processes with name creation.

#### 3.1 Syntax of Types

The syntax of types \( T, S \) is given in Figure 3 mirroring closely that of MiGo processes: The type \( \kappa; T \) denotes an output \( \pi \), input \( u \) along channel \( \alpha \), or an explicit \( \tau \) action (often used to encode timeouts in external choices), followed by the behaviour denoted by type \( T \). The type \( \oplus\{T_i\}_{i \in I} \) represents an internal choice between the behaviours \( T_i \), whereas \( \otimes\{\kappa; T_i\}_{i \in I} \) denotes an external choice between behaviours \( T_i \), respectively guarded by prefixes \( \kappa_i \) which drive the choice. Types include parallel composition of behaviours \( T | S \), inaction \( 0 \), and channel creation \( \alpha T \) (binding \( \alpha \) in \( T \)). The type \( \text{end}[u]; T \) denotes the closing of channel \( u \) followed by the behaviour \( T \). The type variable \( \{X, (\bar{u})\} \) associated to a process variable \( X \), denotes the behaviour bound to variable \( X \) in the definition environment, with formal parameters instantiated to \( \bar{u} \). The type \( \{X, (\bar{u})\} = T_i \), in \( S \) codifies a set of (parameterised) mutually recursive type definitions \( \{X, (\bar{u})\} = T_i \), bound in \( S \). This set of equations denoted by \( T \) is the type assigned to top-level programs \( P \).

The type constructs \( (\nu \alpha)T \), \( [\alpha] \) and \( \alpha^* \) denote the type representations of runtime channel bindings, open and closed buffers, respectively. We write \( fn(T) \) and \( fb(T) \) for the free names and variables of type \( T \), respectively; and \( n(T) \) denotes the set of bound and free names.

#### 3.2 Typing System

We first explain the two essential differences from (linear or session-based) type systems of the \( \pi \)-calculus:\[1,9,28,43:

**Sharing of Channels.** We do not enforce linear (disjoint) channel usages, allowing processes to have races. For instance, the process below (with shared \( y \)) is typable:

\[
\text{newchan}(y: \text{bool}); (y!(\text{true}); 0 | y!(\text{false}); 0 | y?!(x); 0)
\]

**Conditionals.** We do not enforce the same types of both branches of the conditional. This design choice stems from the fact that most real programs make use of conditionals precisely to identify points where behaviours need to be different. For instance, consider the following definition:

\[
X(c) = \text{c?}(x); \text{if } x \geq 0 \text{ then } X(c) \text{ else } 0
\]

The recursive process defined by \( X(c) \) receives a potentially unbounded number of positive integers, stopping when the received value \( x \) is less than 0. To type such a commonplace programming pattern, we forbid the branches in the conditional to hold different types (which are also incompatible by the usual branch subtyping).

#### 3.3 Process Typing

The judgement \( (\Gamma \vdash P \triangleright T) \) for processes is defined in Figure 4 where \( \Gamma \) is a typing environment that maintains information about channel payload types, types of bound communication variables and recursion variables, \( P \) is a process and \( T \) a behavioural type.

We write \( \Gamma \vdash \mathcal{J} \in \Gamma \) and \( \Gamma \vdash e: \sigma \) to state that the expression \( e \) is well-typed according to the types of variables in \( \Gamma \). We write \( u:\text{ch}(\sigma) \) to denote that \( u \) stands for a channel with payload type \( \sigma \). We omit the typing rules of expressions \( e \), given that expressions only include basic data types. We write \( \text{dom}(\Gamma) \) for the set of channel bindings in \( \Gamma \).

The rules implement a very close correspondence between processes and their respective types: Rule \( \text{(OUT)} \) types output processes with the output prefix type \( \pi; T \), checking that the type of the object to be sent matches the payload type \( \sigma \) of channel \( u \), and that the continuation \( P \) has type \( T \). The rule \( \text{(IN)} \) for inputs is dual. Rule \( \text{(SEL)} \) types the select construct with the external choice type, whereas rule \( \text{(IN)} \) types the conditional as a binary internal choice between the type \( S \) corresponding to \( P \) and the type \( T \) corresponding to \( Q \).

The typing rules for close, zero, parallel and \( \tau \) are straightforward. Rule \( \text{(NEW)} \) allocates a fresh type-level channel name with payload type \( \sigma \). Rule \( \text{(VAR)} \) matches a process variable with its corresponding type variable, checking that the specified arguments have the appropriate types.

#### 3.4 Program Typing

The judgement \( (\Gamma \vdash P \triangleright T) \) is defined in Figure 4. A process declaration \( X(\bar{c}: \sigma, \bar{y}: \text{ch}(\sigma')) = \bar{P} \) is matched with \( \{X, (\bar{u})\} = T \), connecting the process level variable \( X \) with the type variable \( t \), where \( P \) may use any of the parameters specified in the recursion variable. The typing rule for programs \( \text{(DEF)} \) assigns a program the type \( \{X, (\bar{u})\} = T_i \in I \) in \( S \), checking that each definition is typed with \( t_{X_i}(\bar{u}) = T_i \) and that the main process \( Q \) has type \( S \).

#### 3.5 Runtime Process Typing

The judgement \( (\Gamma \vdash B \triangleright P \triangleright T) \) types a process created after execution of a program (called runtime process). \( B \) is a set of channels with associated runtime buffers to ensure their uniqueness. Runtime channel bindings are typed by rule \( \text{(RES)} \), where given a process of type \( T \) that can use the buffered channel \( c \), we type \( (\nu c)P \) with \( (\nu c)T \) removing \( c \) from the set \( S \) since it is local to \( P \) (and \( T \)). Closed and open buffers are typed by rules \( \text{(CHANN)} \) and \( \text{(BUFF)} \), respectively, noting that the set of active buffers is a singleton containing the appropriate buffer reference. The parallel rule \( \text{(PARR)} \) ensures that the buffers of both processes do not overlap (hence only a single buffer for each name exists in the context).

#### 3.6 Notation

In the remainder of this paper, we refer to the type of a program as a system of type equations \( T \) which is obtained from the program by collecting all the types for definitions and adding a distinguished unique definition \( \mathbf{b}(\bar{t}) = S \) for the program entry point. We often write \( X_0 \) to stand for the process variable of the program entry point.

### 4. Bounded Verification of Behavioural Types

This section introduces our main definition, fencing, and a bounded verification of liveness and channel safety for types. Our development consists of the following steps:
of channel closure (end[a] and end[a]), and send actions from a closed channel α′. We write t(π) = T if t(π) = T in T.

Rule [END] (resp. [RCV]) allows a type to emit a send (resp. receive) action on a channel α. Rules [SEL] and [BRA] model internal and (mixed) external choices, respectively. Rule [COM] allows two types to synchronise on a dual action (send with receive, or closed channel with receive). Rule [NEW] creates a new (open) channel for a. Rule [END], together with rule [CLOSE], allows a type to request the closure of channel α. Rule [BUFF] models a transition from an open channel to a closed one, and rule [CLD] models the perpetual ability of a closed channel to emit send actions. The other rules are standard from CCS. In Figure 5 we omit the symmetric rules for \([CLOSE], [PAR], \) and [COM]. We define structural congruence rules over types as follows:

\[
T \quad S \quad T \rightarrow^* T' \quad S \rightarrow^* S' \quad T \equiv S \quad T \rightarrow^* T' \quad T \rightarrow^* T''
\]

We write \(\rightarrow^* \cup \equiv \) and \(T \rightarrow^* \equiv \) if there exist \(T'\) and \(T''\) such that \(T \rightarrow^* T' \quad T''\) for some \(T'\).

4.2 Fenced Types and Fencing Predicate

This section develops Step 1 by defining the fencing predicate. We illustrate the key intuitions with an example.

Recall the prime sieve program (§ 4.1.1) given in § 4.1.1 as inferred by the type system of § 4.1.1. We represent the execution wrt. the semantics of § 4.1.1 via the diagram below:

\[
\begin{align*}
\ell_0 & \rightarrow g(a_0) \\
& \rightarrow f(a_0, a_1) \\
& \rightarrow f(a_1, a_2) \\
& \rightarrow f(a_{n-1}, a_n) \\
& \rightarrow f(a_n, a_{n+1}) \\
\end{align*}
\]

In the diagram, a node represents an instance of a concurrently executing type (or thread) and the arrows represent the parent-child relation. For instance, \(\ell_0\) is the parent of \(g(a_0)\) and \(g(a_1)\).

We observe that there are only finitely many kinds of concurrent threads (i.e. \(\ell_0, g(a), f(a, b), \) and \(g(a)\)). Also given any name in the diagram, e.g. \(a_1\), it is shared only by finitely many threads. For instance, \(a_1\) is "known" only to \(f(a_0, a_1), f(a_1, a_2), \) and \(f(a_2)\).

Note that this situation does not change during the execution of the program because (1) types cannot exchange names in commu-
\[
G; \tilde{y}; \bar{z} \vdash T
\]

\[\begin{align*}
\text{[AXIOM]} & \quad \tilde{y} \neq \varepsilon \lor \bar{u} \prec \bar{z} & \quad \text{[DEF-R]} & \quad \text{s}(\bar{u}) \in G; \quad \text{s}(\bar{u}) \in G; \\
G; \tilde{y}; \bar{z} \vdash t_1 \bar{u} & \quad \text{[PAR]} & \quad G; \tilde{y}; \bar{z} \vdash t_1 & \quad G; \tilde{y}; \bar{z} \vdash t_2
\end{align*}\]

\[\Delta \vdash \gamma \bar{t}
\]

\[\begin{align*}
\text{t} \neq \text{s}(\bar{u}) & \not\in G & \quad \text{G} \quad \tilde{y}; \bar{z} \vdash T
\end{align*}\]

\[\text{[DEF-\gamma]} \quad \forall i \in I : \Delta \vdash t_i & \quad \text{[BRA]} \quad \forall i \in I : \Delta \vdash t_i
\]

\[\Delta \vdash \bar{t} & \quad \Delta \vdash \bar{t} \quad \{T_i\}_{i \in I}
\]

\[\begin{align*}
\text{[RES]} & \quad \Delta \vdash \bar{t} & \quad \text{[PREP]} & \quad \Delta \vdash \bar{t} & \quad \Delta \vdash \bar{t} & \quad \kappa; T
\end{align*}\]

\[\text{Figure 6. Rules for Fencing, where } \Delta \text{ stands for } G; \tilde{y}; \bar{z}.\]

4.2.1 Fencing Types

We introduce a judgement which ensures that a system of types is fenced: given a finite set of names called fence, the types executing within that fence approximate a finite control of format. We use judgements of the form \(G; \tilde{y}; \bar{z} \vdash T\) to guarantee that a type definition \(t(\bar{x}) = T\) is fenced; where \(G\) records previously encountered recursive calls, \(\tilde{y}\) represents the names that \(t\) can use if \(T\) is single-threaded, and \(\bar{z}\) represents the names that a sub-term of \(T\) can use if \(T\) is a multi-threaded type. We write \(\varepsilon\) for the empty environment. The judgement \(G; \tilde{y}; \bar{z} \vdash T\) holds if it can be inferred by the rules of Figure 6, which use a relation on sequences of names that ensures a strictly decreasing usage of names, defined below.

\[\text{Definition 4.1 (\prec-relation).}\]

We write \(\tilde{u} \prec \bar{z}\) iff (1) \(\tilde{u} = x_1 \cdots x_n\), (2) \(\bar{u} = x_{k+1} \cdots x_{k+n}\), with \(k \geq 1\), and (3) \(\forall 1 \leq i \leq n : \forall 1 \leq j \leq k : x_i \neq a_j\).

The relation \(\prec\) enforces that types featuring parallel composition have a “finite memory” wrt. the names over which they can recurse. For instance, \(y; z \prec x; y\), but \(x y z \not\prec x; y; \).

We comment on the key rules of Figure 6. Rule [PAR] identifies multi-threaded types by moving the \(\tilde{y}\) environment to the \(\bar{z}\) environment. The axiom [AXIOM] states that \(t(\bar{u})\) is fenced if either (i) \(\tilde{y} \neq \varepsilon\), i.e. the type corresponding to \(t\) does not contain any parallel composition; or (ii) \(u \prec \bar{z}\) holds, i.e. any recursive call over \(t\) uses strictly fewer (non newly created) names. The second part of the premise guarantees that a premise that contains a certain number of recursive calls, the type \(t\) will have completely “forgotten” the names it started executing with; hence moving outside of the fence. Rules [DEF-R] and [DEF-\gamma] deal with recursive calls to different type variables.

\[\text{Definition 4.2 (Fenced types).}\]

We say \(T\) is fenced (denoted by Fenced\((T)\)) if for all \(t(x) = T\) in \(T\), either \(x = \varepsilon\) or \(x; x; \varepsilon \vdash T\) holds.

A consequence of fencing is that for each equation \(t(\bar{x}) = T\) such that \(\bar{x} \neq \varepsilon\), either (1) \(T\) is single-threaded (i.e. there is no parallel composition within \(T\)), hence there is no restriction as to the parameters \(t\) recurses on; or (2) \(T\) is multi-threaded (i.e. there is a parallel composition within \(T\)), hence for each occurrence of an \(r\)-recursion, at least one of the parameters must be fenced. In the prime sieve example, the types \(g(x)\) and \(f(x, y)\) always recur on the same parameters, but they do not include parallel composition. While the type \(f(x)\) has a parallel composition, its parameter \(x\) is “forgotten” at the \(f(b)\) recursive call (i.e. \(b \prec x\)).

4.2.2 Examples on Fencing

\textbf{No Fence}\]

We now give an example that does not validate the fencing predicate. The types below model a program that spawns a reader and a writer on a channel \(a\) infinitely many times.

\[
\text{w}(x) \triangleq \tau; \text{w}(x) = T_w; \quad t_1(x) \triangleq \text{w}(x) \mid r(x) \mid t_1(x) = T_1 \\
(r(x) \triangleq \text{w}(x); r(x) = T_r; \quad t_0(\text{new}(a))(t_0(a)) = T_0
\]

We have: \(x; \varepsilon; x; \varepsilon \vdash T\), \(x; x; \varepsilon \vdash T\), and \(\varepsilon; \varepsilon; x \vdash T_0\) hold (since they do not feature any parallel composition). However, \(x; x; x \vdash T_1\) does not hold. This is due to the fact that the axiom [AXIOM] cannot be applied (i.e. \(\neg(x \prec x)\)).

The topology induced by the type is given as:

\[
\text{fib}(\text{new}(a))(\text{new}(a))(\text{new}(a))(\text{new}(a))(\text{new}(a))(\text{new}(a)) \quad \text{w}(a) \quad \text{t}_1(a) \quad \text{t}_1(a) \quad \text{t}_1(a) \quad \text{t}_1(a)
\]

We can observe that there are infinitely many instances of types that “know” the name \(a\).

\textbf{Fibonacci}\]

Below, we give the types for the Fibonacci example, cf. § 3.2.1.2

\[
\text{fib}(\text{new}(a))(\text{new}(a))(\text{new}(a))(\text{new}(a))(\text{new}(a))(\text{new}(a)) \quad \text{w}(a) \quad \text{t}_1(a) \quad \text{t}_1(a) \quad \text{t}_1(a) \quad \text{t}_1(a)
\]

Observe that \(\text{fib}(\text{new}(a))\) is trivially fenced since it has no parameter (cf. Definition 4.2). The judgement \(x; x; \varepsilon \vdash t_0\) also holds since we have \(b \prec x\). Essentially, the equation \(\text{fib}\) validates the fencing predicate because each recursively spawned child does not have access to the parameter \(x\). We illustrate the behaviour of this type in the diagram below.

Two fences are highlighted in the diagram: the \(\{a\}\)-fence includes four parallel types (including the initial \(\text{t}_1\)); while the \(\{b_1, b_2\}\)-fence includes five components: one instance of \(\text{fib}(\text{new}(a))\) as well as two of its recursive children and three instances of the non-recursive component of \(\text{fib}\).

4.3 Symbolic Semantics

For Step 2, we introduce a symbolic semantics for types, which is parameterised by a bound on the number of free names that can be used when unfolding a recursive call, e.g. \(t(\bar{a})\), by its corresponding definition. The overall purpose of the symbolic semantics is that for any \(T\) such that Fenced\((T)\), the symbolic LTS of \(T\) is finite state.

The symbolic semantics for types is given in Figure 7 where we show only the interesting new rules. The other rules are essentially those of Figure 5 with the additional parameters \(k\) and \(N\) as expected. Rule [DEF] replaces its counterpart from Figure 5 while
rules [R1<] and [R2>=] replace rule [RES-1], and rules [R2<] and [R2>]= replace [RES-2].

In a term $N \prec T$, $N$ can be seen as a subset of the free names of $T$. Whenever a new name is encountered, e.g. through $(va)T$, $a$ is recorded in $N$ as long as $N$ has less than $k$ elements. Rule [DEF] states that a recursive call can only be unfolded if some of its parameters are in $N$. Note that, in rule [DEF], we assume that the unfolding of a type is such that there is no clash with the names in $N$.

For $k \geq 0$, we write $N \prec T \rightarrow \bowtie N \prec T'$ if there exist $T'$ and $T''$ such that $N \prec T \rightarrow \bowtie N \prec T'$.

We consider a fragment of the prime sieve example and show its behaviour according to the symbolic semantics, with $k = 1$. We have:

$$\{a\} \prec \{ab\} \bowtie \{a\} \prec \{ab\} \bowtie \{b\} \bowtie \{a\} \prec \{ab\} \bowtie \{r\}$$

at this point the process is stuck. The sub-term $\overline{b}$; $f(a, b)$ awaits to synchronise on $b$, however the dual action on $b$ is “hidden” in the unfolding of $r(b)$, which cannot be unfolded by rule [DEF] since $b \not\in \{a\}$ and, since $k = 1$, $b$ cannot be added to the set of names. If we set the bound to $k = 2$: $\{a, b\} \prec \{g\} \bowtie \{b\} \bowtie \{a\} \prec \{g\} \bowtie \{new\}(f(b, c); r(c))$

4.4 Liveness and Channel Safety for Types

Following §2.3 we define liveness and channel safety properties for types. The definitions of liveness and channel safety rely on barbs. The predicate $T \downarrow \pi$ (resp. $T \downarrow a$) denotes a type ready to send (resp. receive) over channel $a$. Barb $T \downarrow_{end[a]}$ denotes a type ready to close channel $a$ and Barb $T \downarrow_{\alpha\pi}$ denotes a closed channel. Barb $T \downarrow_{\alpha\pi}$ denotes a synchronisation over channel $a$. Barb $T \downarrow_0$ denotes a type that is waiting to synchronise over the actions in $\overline{a}$.

Definition 4.3 (Type Barbs). We define the predicates $\kappa_1 \downarrow_\alpha$, $T \downarrow_\alpha$ and $T \downarrow_0$ with $\alpha, \alpha_1 \in \{a, \pi, [a], end[a], \alpha^*, a^*\}$.

$$\kappa_1 \downarrow_\alpha \Rightarrow \kappa_1 \prec \kappa_1 T \downarrow_\alpha$$

$\kappa_1 \downarrow_\alpha \Rightarrow T \downarrow_{end[a]} \Rightarrow \kappa_1 \downarrow_\alpha$.

$$\kappa_1 \downarrow_\alpha \Rightarrow T \downarrow_{\alpha\pi} \Rightarrow \kappa_1 \downarrow_{\alpha\pi}$$

$$T \downarrow_{\alpha\pi} \Rightarrow T \downarrow_{\alpha\pi} \Rightarrow T \downarrow_{\alpha\pi}$$

Remark 4.1. It is not always possible to compute a finite $k$ such that $k$-liveness (resp. $k$-channel safety) implies general liveness.
respective. Despite this program executing forever, both program and type liveness hold. This class of programs is made precise in Proposition 5.2 along with the issue of infinitely occurring conditionals, which are explained below.

5.3 Liveness of Infinitely Occurring Conditionals

As the third class, we consider infinitely running programs that contain recursive variables in conditional branches. The behaviours of conditionals in a program rely on data to decide which branch is taken. On the other hand, at the type level, this information is abstracted as an internal choice. This causes a mismatch between program and type behaviours.

Revisiting the prime sieve example of §2.1.1, consider the definition of the filter process:

\[ F(n, i, o) \triangleq \text{if } (x \equiv n \neq 0) \text{ then } o!\langle x \rangle; F(n, i, o) \text{ else } F(n, i, o) \]

whose type is given as: \( t_F(i, o) = i; \odot (\delta; t_F(i, o), t_F(i, o)) \).

Our analysis on types does indeed determine the types of the prime sieve as live, even in the absence of terminating reduction sequences. In \( t_F(i, o) \), we have an internal choice between a branch that recurses back to \( t_F \) and another that outputs along \( o \) and recurses back to \( t_F \). Thus, if we compose a call \( t_F \) with a type that denotes an infinite sequence of inputs along \( o \), we deem such a composition as live since all the inputs can eventually be synchronised with an output from \( t_F \), given that the semantics of internal choice state that we may indeed move to either branch.

However, the type \( T \) of the prime sieve program is an abstract approximation of the actual prime sieve implementation, where the test \( x \equiv n \neq 0 \) is not obviously guaranteed to ever succeed given that it depends on received data (which is sent by either the generator process \( G \) or a previous filter process). Thus, the interplay of conditional branching and infinite recursion may in general cause a disconnect between the semantics of the types and those of the concrete processes. For instance, if the test \( x \equiv n \neq 0 \) is replaced by false in the prime sieve example, its type is live while the program is not. In the remainder of this section, we make precise the conditions under which the semantics of infinite processes and types simulate one another, thus implying liveness (even in the presence of infinite branching).

To achieve our liveness results, we proceed as follows:

Step 1. Define the notion of infinite conditional (Inf), identifying a class of programs where conditional branches are executed infinitely often.

Step 2. Fill the gap between internal choices of types and conditionals by defining a \( * \)-conditional (if \( * \) then \( P \) else \( Q \)) which non-deterministically reduces to either \( P \) or \( Q \) (as the internal choice \( \odot (T, S) \)), allowing us to identify the subclass of Inf, dubbed alternating conditionals (AC), where programs simulate their non-deterministic conditional counterparts.

Step 3. Prove that liveness of types implies liveness of programs in AC.

**Alternating and Non-deterministic Conditionals** For Step 1, we begin by defining a notion of infinite conditional (Definition 5.2) in programs. Intuitively, we identify programs that reduce forever and where conditional branches appearing under recursion have their branches taken infinitely often.

**Definition 5.2 (Marked Programs).** Given a program \( P \) we define its marking, written \( \text{mark}(P) \), as the program obtained by deterministically labelling every occurrence of a conditional of the form if \( \epsilon \) then \( Q \) else \( R \) in \( P \), as if \( \epsilon \) then \( Q \) else \( R \), such that \( n \) is distinct natural number for all conditionals in \( P \).
and if InfCond captured by the type-level analysis). We do not require condition-executed infinitely often (i.e. those whose behaviour may fail to be over-approximated by the corresponding types). We define a mapping from processes where the behaviour of conditional branching approximating. This step corresponds to Definition 5.6.

Definition 5.6. We say that $P$ has infinite conditional branches, written $P \in Inf$, iff $\text{mark}(P) \to^\ast C$, $[\text{if}^n e \text{ then } Q_1 \text{ else } Q_2] = R$, for some $n$, and $R$ has an infinite trace where $n$-L or $n$-R appears infinitely often. We say that such an $n$ is an infinite conditional mark and write InfCond($P$) for the set of all such marks.

The following statement implies that even programs which contain only infinite executions can be live if none of its conditionals appear in traces infinitely often (i.e. our second class of programs).

Proposition 5.2 (Liveness for Finite Branching). Suppose $\Gamma \vdash P \triangleright T$ and $T$ is live and $P \notin Inf$. Then $P$ is live.

The main purpose of Definition 5.7 is to identify infinitely running processes where the behaviour of conditional branching approximates that of non-deterministic internal choice (i.e. the type-level semantics of internal choice). To make this relationship precise, we define a mapping from MiGo programs to programs where conditional branching is replaced by a form of non-deterministic branching. This step corresponds to Step 2.

Definition 5.6. The mapping $(P)^\ast$ replaces all occurrences of $\text{if}^n e$ then $Q$ else $R$, such that $n \in \text{InfCond}(P)$, with $\text{if}^n e$ then $Q$ else $R$. The reduction semantics of $\text{if}^* e + \ast$ then $Q$ else $R$ is defined as follows:

Define 5.7 (Alternating Conditionals). We say that $P$ has alternating conditional branches, written $P \in AC$, iff $P \in \text{Inf}$ and if $P \to^\ast (\text{ev})Q$ then $Q^\ast \vdash \psi$, implies $Q \vdash \psi$.

Recall that $o$ ranges over any bars, including $\overline{a}$. Moreover, observe that the mapping $P^\ast$ only affects continuations that are executed infinitely often (i.e. those whose behaviour may fail to be captured by the type-level analysis). We do not require continuations that are not in InfCond($P$) to necessarily match the bars of their non-deterministic counterpart, since their behaviour is already over-approximated by the corresponding types.
In contrast with the types and rules in Figure 3 (new $\alpha$)$\Rightarrow T$ and $[\alpha]$, are replaced by (new$^*$ $\alpha$)$\Rightarrow T$ and $[\alpha]^*$, respectively, where $k$ stands for the number of elements in the buffer.

Liveness and safety of types are defined as in §4.1.4 with two extra rules for the definition of type bars, pertaining to buffers. In particular we need bars for writing to a non-full buffer ($P \downarrow_{\downarrow_\alpha}$) and reading from a non-empty buffer ($P \uparrow_{\uparrow_\alpha}$), combined with the following additional rules:

$$\begin{align*}
[\bar{v}] < n & \Rightarrow \frac{a(\sigma; n) \vdash_\alpha \downarrow_\alpha}{a(\sigma; n) \vdash_\alpha \downarrow_\alpha^*} \\
[\bar{v}] \geq 1 & \Rightarrow \frac{a(\sigma; n) \vdash_\alpha \downarrow_\alpha}{a(\sigma; n) \vdash_\alpha \downarrow_\alpha^*} \\
T \downarrow_{\downarrow_\alpha} & \Rightarrow \frac{T' \downarrow_{\downarrow_\alpha}}{T \downarrow_{\downarrow_\alpha}^* \Rightarrow \frac{T' \downarrow_{\downarrow_\alpha}}{T \downarrow_{\downarrow_\alpha}^*}}
\end{align*}$$

The barbs for asynchronous types, $T \downarrow_{\downarrow_\alpha}$, are attributed a unique payload type, the semantics does not model asynchrony. Indeed, in the synchronous setting. Indeed, the barbs for asynchronous types, $T \downarrow_{\downarrow_\alpha}$, are attributed a unique payload type, the semantics does not model.

The changes to the semantics of types are essentially identical to those in the synchronous setting. Indeed, the changes to the semantics of types are.

Verification of Types

The changes to the semantics of types are straightforward. It is based on the LTS of Figure 3, where rule [NEW] and [BUF] are replaced by their counterparts, and four additional rules [IN-B], [OUT-B], [PUSH] and [POP].

- **NEW**: $(\text{new}^* \alpha)T \Rightarrow (\nu \alpha)(T \Rightarrow [\alpha]^*_0)$, which uses $[\alpha]^*$ as type bounds dynamic check.
- **IN-B**: $\downarrow_{\downarrow_\alpha} \Rightarrow \frac{T \Rightarrow [\alpha]^*_0}{T \Rightarrow [\alpha]^*_1}$, which uses $[\alpha]^*$ as type bounds.
- **OUT-B**: $\Rightarrow \frac{T \Rightarrow [\alpha]^*_0}{T \Rightarrow [\alpha]^*_1}$, which uses $[\alpha]^*$ as type bounds.
- **PUSH**: $\Rightarrow \frac{T \Rightarrow [\alpha]^*_0}{T \Rightarrow [\alpha]^*_1}$, which uses $[\alpha]^*$ as type bounds.
- **POP**: $\Rightarrow \frac{T \Rightarrow [\alpha]^*_0}{T \Rightarrow [\alpha]^*_1}$, which uses $[\alpha]^*$ as type bounds.

Observe that since types abstract away from values and channels, they are not modelled.

With all the technical machinery in place for the bounded asynchronous setting, we replicate our main results. The proofs are essentially identical to those in the synchronous setting. Indeed, asynchrony affects our analysis only in the size of the models to be checked (larger buffer sizes give larger LTSs). The symbolic semantics executes the types up to a limited number of channels, which is orthogonal to the number of messages a buffer can store.

### Theorem 6.1 (Decidability – Asynchrony)

For all $T$ s.t. $\text{Fenced}(T)$, it is decidable whether or not $T$ is $k$-live (resp. channel safe), for any $k \geq 0$.

### Theorem 6.2 (Process Channel Safety and Liveness – Asynchrony)

Suppose $\Gamma \Rightarrow P \Rightarrow T$.

1. If $T$ is channel safe, then $P$ is channel safe.
2. If $T$ is live and either $P \in \text{May}_\alpha$, $P \notin \text{Inf}$ or $P \in \text{AC}$, then $P$ is live.

With the revised semantics, the program

$$\{ P(x, y) \} \text{newchan}(x:int, 1); \text{newchan}(y:int, 1); P(x, y)$$

is correctly deemed as live, with the typing given by:

$$\{ P(x, y) \} = \langle [x; y], [y, x] \rangle \text{ in (new$^* x$)(new$^* y$)P(x, y)}$$

7. Implementation

We have implemented our static analysis as a verification tool-chain consisting of two parts: First, we analyse Go source code and infer behavioural types (§4) based on a program’s usage of concurrency primitives. The types are passed to a tool that implements the verification outlined in §4 checking bounded liveness and channel safety of the types. An outline of our verification tool-chain is shown in Figure 8.

![Figure 8. Workflow of our verification tool chain.](http://golang.org/x/tools/go/sa)
channel communication. In the for-select loop, one of the select cases receives (or sends) a message that continues to the next iteration of the infinite loop; the other case breaks out of the loop upon sending (or receiving) a message from the other goroutine so that both goroutines exit the loop together. The exit condition is non-deterministic (because of select), but the program is both live and safe. cond-recurs is similar to forselect, where one of the two goroutines contains a for-select loop, but the other has an ordinary for-loop so that the exit condition of the for-loop is deterministic.

### 8. Related Work and Conclusion

#### Static Deadlock Detection in Synchronous Go

There are two recent works on static deadlock detection for synchronous Go [40, 47]. The work [40] extracts Communicating Finite State Machines [6] whose representation corresponds to session types [24] from Go source code, and synthesises from them a global choreography using the tool developed in [43]. If the choreography is well-formed, a program does not have a (partial) deadlock. This approach is seriously limited due to the lack of expressiveness of (multiparty) session types [24] and its synthesis theory. The approach expects all goroutines to be spawned before any communication happens at runtime. This is due to the fact that the synthesis technique requires all session participants to be present from the start of the global interaction, meaning that their work cannot handle most programs with dynamic patterns, such as spawning new threads after communication started. The analysis is also limited to unbuffered channels and does not support asynchrony. For instance, our prime sieve example cannot be verified by their tool, and is in fact used to clarify the limitations of their approach. Moreover, the work is limited to the tool implementation, no theoretical property nor formalisation is studied in [40].

The work of [47] uses the notion of forkable behaviours (i.e. a regular expression extended with a fork construct) to capture spawning behaviours of synchronous Go programs, developing a tool based on this approach to directly analyse Go programs. Their technique is sound but has some significant theoretical and practical limitations: (1) their analysis does not support asynchrony (buffered channels), closing of channels or usages of the select construct with non-trivial case bodies; (2) while their liveness analysis (when restricted to synchrony) targets the sound fragment of our analysis, they are more conservative in their approach. For instance, the following program which is verified as live in our approach (this program belongs to May⊥ in our theory) is judged as a deadlock in their approach (implemented as cond-recurs in Table 1):

\[
\begin{align*}
X(a,b) &= \text{if } e_1 \text{ then } a[e_2][X(a,b) \text{ else } b[z]; 0], \\
Y(a,b) &= \text{select}(a[z]; Y(a,b), bl(); 0) \text{ in } \\
& \text{newchan}(a); \text{newchan}(b); (X(a,b) | Y(a,b))
\end{align*}
\]

Finally, (3) it is unclear how their tool can deal with the ambiguity of context sensitive inter-procedural analysis given their use of the oracle tool and the syntactic approach taken in the implementation.

#### Behavioural Types

Behavioural type-based techniques (see [27] for a broad survey) have been developed for general concurrent program analyses [28], such as deadlock-freedom [23, 30], lock-freedom [32, 42], resource usages [33] and information flow analysis [29]. All of the type-based techniques above differ from ours in that we perform an analysis on types akin to bounded model-checking, whereas their works take a type-checking based approach to deadlock (or lock) freedom. Their techniques are sound against all possible inputs of processes, but often too conservative. Our approach is sound only for some subsets of possible inputs, but less conservative. A potential limitation of their techniques is that subtle changes in channel usage (that may not have a significant effect on a program’s outcome) can produce significantly different analysis outcomes (see discussion in [22] and [42]). Moreover, the dependency tracking can be quite intricate and hard to implement in a real language setting. Our fencing-based approach is more easily implemented as a post-hoc analysis, covering a wide range of Go programs, since it only limits names in recursive call sites and does not explicitly depend on the ordering of communications or on computing circularities of channels (provided the programs are in one of the classes of $\mathcal{F}$).

The work [22, 31] develops a deadlock detection analysis of asynchronous CCS processes with recursion and new name creation. The analysis is able to reason about infinite-state systems that create networks with an arbitrary number of processes, going beyond those of [30] and [42]. Their approach uses an extension of the typing system of [30] as a way to extract a so-called lam term from a (typed) process. Lam terms track dependencies between channel usages as pairs of level names. Given a lam term, the authors develop a sound and complete decision procedure for circularities in dependences. By separating this decision procedure from the type system, their system is able to accurately analyse deadlock-free processes that are not possible in [30] and [42].

We first point out that the deadlock-freedom property of [22, 31] does not match with our notion of liveness (which is closer to lock freedom in [32, 42]). For instance, their analysis accepts program Fib_{bad} in (8.2.1.2) as a deadlock-free process since a program that loops non-productively is deadlock-free (but not lock-free).

While their analysis can soundly verify unfenced types, which is by construction outside the scope of our work, we note that the reduction of deadlock-freedom to circularity of lams in their work excludes some natural communication patterns that are finite-control, which can be soundly checked by our type-level analysis. Consider the following finite control program (described in [31]), which can be directly interpreted as a MiGo type:

\[
\begin{align*}
A(x, y) &= x(); y(); A(x, y), \\
B(x, y) &= x(); y(); B(x, y) \text{ in } \\
& \text{newchan}(a); \text{newchan}(b); (A(a, b) | B(a, b))
\end{align*}
\]

The program above consists of two threads that continuously send and receive along the two channels $a$ and $b$. This program, despite being finite control (and deadlock-free) is excluded by their analysis. As described in [31], this happens due to their current formulation of the type system assigning a finite number of levels in recursive channel usages, which entails that finite-control systems
that use channels infinitely often (such as the one above) can be assigned circular lams, despite being deadlock-free. Our approach, by not relying on such notions of circularity can tackle these finite-control cases in a sound manner.

The work of [22] studies a variation of \([39] [32]\) that ensures deadlock freedom and lock freedom of the linear \(\pi\)-calculus, with a form of channel polymorphism. By relying on linearity, the system in \([42]\) rules out many examples that are captured by our work (although it can in principle analyse unfenced types). The \(fib\) and \(diningphilosopher\) examples denote patterns that are untypable in \([42]\), but can be verified in our tool. Our tool can also verify programs morally equivalent to most examples discussed in \([42]\), see Table \([1]\) in § 7.1

**Session Types** The work on session types is another class of behavioural typing systems that rely crucially on linearity in channel types to ensure certain compatibility properties of structured communication between two (binary [24]) or more (multipartyp [26]) participants. Progress (deadlock-freedom on linear channels) is guaranteed within a single session, but not for multiple interleaved sessions. Several extensions to ensure progress on multiple sessions have been proposed, e.g. \([11] [13] [14]\). Our main examples are not typable in these systems for the same reasons described in the above paragraph. Their systems do not ensure progress of shared names, which are key in our examples.

A different notion of liveness called request-response is proposed in \([16]\) based on binary session types. Their liveness means that when a particular label of a branching type (a request) is selected, a set of other labels (its responses) is eventually selected. The system requires a priori assumptions that a process must satisfy lock-freedom and annotations of response labels in types.

The works of \([9] [10] [52]\) based linear logic ensure progress in the presence of multiple session channels, but the typing discipline disallows modelling of process networks with cyclic patterns (such as prime sieve). In these works, progress denotes both deadlock and lock-freedom in the sense of \([42]\). However, to ensure logical consistency general recursion is disallowed. In the presence of general recursion \([50]\), progress is weakened; ensuring all typable processes are deadlock-free but not necessarily lock-free. The work of \([51]\) studies a restricted form of corecursion that ensures both deadlock- and lock-freedom in the context of logic-based processes. However, since the typing discipline ensures termination of all computations it is too restrictive for a more practical setting such as ours.

**Effect Systems** The work \([41]\) introduces a type and effect system for a fragment of concurrent ML (including dynamic channel creations and process spawning) with a predicate on types which guarantees that typed programs are limited to a finite communication topology. Their types are only used to check whether a program has a finite communication topology, that is, whether a program uses a bounded number of channels and a bounded number of processes. No analysis with safe or live communication is given, which is the ultimate goal of our work.

**Conclusion and Future Work** Since the early 1990s, behavioural type theories which formalise “types as concurrent processes” \([23]\) have been studied actively in models for concurrency \([24]\). Up to this point, there have been few opportunities to apply these techniques directly to a real production-level language. The Go language opens up such a possibility. This work proposes a static verification framework for liveness and safety in Go programs based on a bounded execution of fenced behavioural types. We develop a tool that analyses Go code by directly inferring behavioural types with no need for additional annotations.

In future work we plan to extend our approach to account for channel passing, and also lock-based concurrency control, enabling us to verify all forms of concurrency present in Go. The results of \([8]\) suggest that it should be possible to encode our analysis as a model checking problem, allowing us to: (1) exploit the performance enhancements of state of the art model checking techniques; (2) study more fine-grained variants of liveness; (3) integrate model checking into the analysis of conditionals to, in some scenarios, decide the program class (viz. § 5.3). Another interesting avenue of future work is to explore the integration of type-checking based approaches into our framework, including those aimed at liveness and termination-checking (such as \([17] [35] [29] [31]\)). These techniques eliminate false positives arising due to issues on divergence of processes, which are related to our classification of \([5]\) hence would be useful to identify a set of processes which conform, e.g. Proposition 5.1. This would enable a more fine-grained analysis, taking advantage of the strong soundness properties of this line of work. Moreover, the latter mentioned works could be applied in order to soundly approximate the program classification studied in \([5, 3]\)
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A. Appendix for Section 4

A.1 Decidability

Definition A.1 (Size of T). Define $|T|$ $\text{def}$ $|T|^0$, where

$$
|T|^G \text{ def } 1 + \sum_{i \in I} |T_i|^G + |T_i|^G + \max\{|T_1|, \ldots, |T_k|\}
$$

and, in general:

$$
\tilde{a} \sim \tilde{b} \text{ if } T = \text{false}
$$

Definition A.2 (Limited Unfolding). Let $G_k$ be the function from dom($T$) to $\mathbb{N}$ that always returns $k$. The $k^{th}$ unfolding of $T$ wrt. $\tilde{a}$, written $U^k_{\tilde{a}}(T)$, is given by $U^k_{\tilde{a}}(T)$, defined below.

$$
U^G_{\tilde{a}}(T) = \left\{ \begin{array}{ll}
\alpha; U^G_{\tilde{a}}(T') & \text{if } T = \alpha; T' \\
\text{if } T = \emptyset & \text{and } \alpha \in \{\tau, \pi, a, \text{end}[a]\} \\
0 & \text{if } T = 0 \\
(\nu a) U^G_{\tilde{a}}(T') & \text{if } T = (\nu a)T' \\
(\text{new } a) U^G_{\tilde{a}}(T') & \text{if } T = (\text{new } a)T' \\
\oplus\{U^G_{\tilde{a}}(T_i)\}_{i \in I} & \text{if } T = \oplus\{T_i\}_{i \in I} \\
\&\{U^G_{\tilde{a}}(T_i)\}_{i \in I} & \text{if } T = \&\{T_i\}_{i \in I} \\
U^G_{\tilde{a}}(T_1) \| U^G_{\tilde{a}}(T_2) & \text{if } T = T_1 \| T_2 \\
U^G_{\tilde{a}}(\{b\}) & \text{if } T = b, b \cap \tilde{a} = \emptyset, \\
(t\tilde{a}) & \text{if } T = t(\tilde{a}), t \in G \\
0 & \text{if } T = t(\tilde{a}), t \in G \\
\end{array} \right.
$$

Lemma A.1. Given a chain

$$
\tilde{a}_1 \triangleright \tilde{a}_2 \triangleright \cdots \triangleright \tilde{a}_k \triangleright |\tilde{a}_1|
$$

such that $\forall 1 \leq i < k : |\tilde{a}_i| = |\tilde{a}_{i+1}|$, and $\forall 1 \leq i < k : a \in \tilde{a}_i \land a \notin \tilde{a}_{i+1} \rightarrow \forall i < j \leq k : a \notin \tilde{a}_j$. There exists $n \leq |\tilde{a}_1|$ such that $\forall j \geq n : a \notin \tilde{a}_j = \emptyset$.

Proof. Relation $\tilde{a} \triangleright \tilde{b}$ implies that we must have

$$
\tilde{a} = a_1 \cdot \cdots \cdot a_k \cdot b_1 \cdot \cdots \cdot b_j \prec a_1 \cdot \cdots \cdot a_k = \tilde{b}
$$

with $k \geq 1$ and $j \geq 1$.

Hence, if we remove one element at each step of the chain (the worst case), we obtain a chain of the form:

$$
\tilde{a}_1 = a_1 \cdot \cdots \cdot a_k \succ \tilde{a}_2 = a_2 \cdot \cdots \cdot a_k \cdot b_1 \succ \cdots
$$

In general, $\tilde{a}_i = a_1 \cdot \cdots \cdot a_i \cdot b_1 \cdot \cdots \cdot b_{i-1}$ if $i \leq k$; thus we have $\tilde{a}_i \cap \tilde{a}_j = \emptyset$ if $i \neq j$. Hence, as expected, by induction we have

$$
\forall 1 \leq i < k : a \in \tilde{a}_i \land a \notin \tilde{a}_{i+1} \Rightarrow \forall i < j \leq k : a \notin \tilde{a}_j
$$

(i.e., $\tilde{a}_i$ does not appear in $\tilde{a}_j$). Lemma A.2 shows that the number of occurrences of a type variable in the $k^{th}$ unfolding of $T$ is bounded by a function of the size of the syntactic tree of $T$.

Definition A.3 (Number of Occurrences of $t$ in $T$).

$$
|T^t| = \left\{ \begin{array}{ll}
0 & \text{if } T = 0 \\
|T^t| & \text{if } T = a; T' \text{ and } a \in \{\kappa, \text{end}[a]\} \\
|T^t| & \text{if } T = (\nu a)T' \text{ or } (\text{new } a)T' \\
\max\{|T_1|, \ldots, |T_k|\} & \text{if } T = \oplus\{T_i\}_{i \in I} \text{ or } \&\{T_i\}_{i \in I} \\
|T_1| + |T_2| & \text{if } T = T_1 \| T_2 \\
1 & \text{if } T = t(\tilde{a}) \\
0 & \text{if } T = s(\tilde{a}) \text{ and } s \neq t
\end{array} \right.
$$

Lemma A.2. If $\text{Fenced}(T)$, then for all $t(\tilde{x}) = T \in T$, $\forall k \geq 0 : |U^k_{\tilde{a}}(T)| t \leq |T|^k$

Proof. To increase the number of occurrences of a variable, we must have parallel processes, which implies that we must strictly decrease the number of free names hence eventually reach process that do not use any variables in $\tilde{x}$.

It is a simple observation that

$$
\forall k \geq 0 : |U^k_{\tilde{a}}(T)| t \leq |T|^k
$$

Hence, the results holds trivially for any $k < |\tilde{x}|$.

Assume that the result does not hold by contradiction and take $k \geq |\tilde{x}|$ such that

$$
|U^k_{\tilde{a}}(T)| t \leq |T|^k\text{ and } |U^{k+1}_{\tilde{a}}(T)| t > |T|^k
$$

For the number of occurrences of $t$ to increase strictly, we must have

$$
T = C \left[ \frac{\{t(\tilde{b})\}}{0} ; C_2(t(\tilde{c})) \right]
$$

since $\tilde{x} ; t \rightarrow T$, we must have $\tilde{b} \prec \tilde{x}$ and $\tilde{c} \prec \tilde{x}$, which implies, by Lemma A.1, that the unfolding will terminate.

In particular, we have a strictly decreasing number of names from $\tilde{x}$ further down in the tree. Thus after $|\tilde{x}|$ unfoldings, no names from $\tilde{x}$ will be left in each occurrences of $t(d)$ (i.e., $d \cap \tilde{x} = \emptyset$) and $t$ cannot be unfolded further.

Lemma A.3. For all types $T$, if $T \equiv T'$ or $T \rightarrow T'$, then $\text{fnn}(T) \geq \text{fnn}(T')$.

Proof. Straightforward from the rules in Figure 5.

Lemma 4.1 (Finite Control). If $\text{Fenced}(T)$, then the set

$$
\{T \in T \mid \emptyset \triangleleft T \leftrightarrow \emptyset \triangleleft T \}
$$

is finite, for any finite $k$.

Proof. Under the symbolic semantics, by Lemma A.2 there can only be a limited number of occurrences of each variable. Hence the processes cannot unfold infinitely wide, therefore, by Lemma A.3 only finitely many names are required. If infinitely many names are created, they can be garbage collected by structural congruence, in particular any type $(\nu a) t(b)$ can be replaced by $(\nu b) t(b)$ if $\tilde{a} \supseteq \tilde{b}$. Finally, processes that differ only from their bound names can be equated by alpha-equivalence.

Theorem 4.1 (Decidability). For all $T$ s.t. $\text{Fenced}(T)$, it is decidable whether or not $T$ is $k$-live (resp. channel safe), for any $k \geq 0$.

Proof. By Lemma 4.1 the LTS generated by the $k$-symbolic semantics is finite state. Hence, checking $k$-liveness and $k$-safety is decidable since the $k$-symbolic LTS is finite and thus each term is using only finitely many names (after garbage collection).
B. Appendix for Section 5

We use the following lemma for the proofs.

Lemma B.1 (Inversion). 1. If \( \Gamma \vdash_B P \Downarrow T \) and \( P \equiv (\nu c)P' \) then \( T \equiv (\nu c)T' \), with \( \Gamma' \vdash_{B'} P' \Downarrow T' \), for some \( \Gamma' \) and \( B' \), with \( \Gamma' \subseteq \Gamma \) and \( B \subseteq B' \).
2. If \( \Gamma \vdash_s P \Downarrow T \) and \( P \equiv P_1 \parallel P_2 \) then \( T \equiv T_1 \parallel T_2 \), with \( \Gamma \vdash_{B_1} P_1 \Downarrow T_1 \) and \( \Gamma \vdash_{B_2} P_2 \Downarrow T_2 \), with \( B = B_1 \cup B_2 \).

Proof. Straightforward from the typing rules.

Theorem 5.1 (Subject Reduction). Let \( \Gamma \vdash_B P \Downarrow T \) and \( P \rightarrow P' \). Then there exists \( T' \) such that \( \Gamma \vdash_{B'} P' \Downarrow T' \) with \( T \rightarrow T' \).

Proof. We use Lemma B.1 and similar inversion lemmas for other constructs. Then the rest is straightforward by induction on typing and case analysis on the semantics of processes.

Theorem 5.2 (Process Channel Safety). Suppose \( \Gamma \vdash P \Downarrow T \) and \( T \) is safe. Then \( P \) is safe.

Proof. Suppose \( X_0(\cdot) \rightarrow^* (\nu c)Q \) and \( Q \Downarrow_o \). Then by Lemma B.1, there exists \( T \) such that \( \Gamma' \vdash_{B'} P' \Downarrow T \). By Lemma 5.1, we have \( T \downarrow_o \). Since \( T \) is safe, \( \neg(T \Downarrow \nu c) \) and \( \neg(T \Downarrow \nu \gamma) \). This implies, by applying Lemma 5.1 again, \( \neg(Q \Downarrow \nu \gamma) \) and \( \neg(Q \Downarrow \nu c) \).

Proposition 5.1. Assume \( \Gamma \vdash P \Downarrow T \) and \( T \) is live. (1) Suppose there exists \( P \) such that \( X_0(\cdot) \rightarrow^* P \not\Downarrow \). Then \( P \equiv 0 \); and (2) If \( P \not\equiv 0 \), then \( P \) is live.

Proof. Assume \( \Gamma \vdash P \Downarrow T \) and \( T \) is live.

1. Suppose by contradiction that \( X_0(\cdot) \rightarrow^* P \not\Downarrow \) but \( P \equiv 0 \). Then there exists \( Q \) such that \( P \equiv (\nu \gamma)Q \) and \( Q \Downarrow_o \) or \( Q \Downarrow \) for some \( b \) or \( b \). Then by Lemma B.1, it contradicts \( T \) is live.
2. By definition of liveness (there is always a path (\( \tau \)-actions) to reach the term 0, which is live).

Proposition 5.2 (Liveness for Finite Branching). Suppose \( \Gamma \vdash P \Downarrow T \) and \( T \) is live and \( P \not\equiv \text{Inf} \). Then \( P \) is live.

Proof. Suppose \( P \not\equiv \text{Inf} \) and \( X_0(\cdot) \rightarrow^* (\nu \gamma)P \). Then by Inversion Lemma (Lemma B.1), there exists \( \Gamma' \vdash_{B'} P \Downarrow T \). Then \( P \Downarrow_0 \) iff \( T \Downarrow_0 \) and \( P \Downarrow_n \) iff \( T \Downarrow_n \) since the reduction of \( T \) coincides with the reduction of \( P \). Hence \( P \) is live.

Proof of Theorem 5.3

Lemma B.2. Suppose \( \Gamma \vdash P \Downarrow T \), \( T \) is live and \( P \) is conditional-free, then \( P \) is live.

Proof. Straightforward from the fact that all process moves are strongly matched by type moves and \( T \) is live.

Lemma B.3. Suppose \( \Gamma \vdash P \Downarrow T \), \( T \) is live, \( P \in \mathcal{AC} \) and \( P \) and all marked conditionals in \( \text{mark}(P) \) are in \( \text{InfCond} \), then \( P \) is live.

Proof. Since all conditionals in \( P \) are infinite, then the definition of \( \mathcal{AC} \) and \( T \) being live gives us that \( P \Downarrow_0 \) iff \( T \Downarrow_0 \), from which the result follows.

Lemma B.4. Suppose \( \Gamma \vdash P \Downarrow T \), \( P \in \mathcal{AC} \), \( T \) is live and \( \text{mark}(P) \) has a marked branch \( n \) that is not in \( \text{InfCond}(P) \). Then \( P \) has an infinite trace in which \( n \) no longer appears.

Proof. By \( P \in \mathcal{AC} \) it follows that \( P \) cannot have a finite trace, thus the result follows by \( n \not\in \text{InfCond}(P) \).

Theorem 5.3 (Liveness). Suppose \( \Gamma \vdash P \Downarrow T \) and \( T \) is live and \( P \not\in \mathcal{AC} \). Then \( P \) is live.

Proof. If all conditionals in \( P \) are infinite, then the result follows by Lemma B.3. Otherwise, by Lemma B.4 we can execute \( P \) until there are no more finite conditionals, from which then the result follows by Subject Reduction (Theorem 5.1) and Lemma B.3.

C. Appendix for Section 6 (Asynchrony)

Definition C.1 (Asynchronous type bars).

\[
\begin{array}{ccc}
\kappa & \kappa \neq \alpha & \\
|a| & |a| & |a| \\
\mu & \mu & \mu \\
\end{array}
\]

Proofs of Theorems 6.1 and 6.2. Since the definitions of liveness and safety stay the same, and since the semantics are essentially isomorphic (the symbolic semantics is unaffected, notably) the proofs are essentially identical with the synchronous cases.

D. Appendix for Section 7

Below we present source code of the examples we created for our evaluation.

D.1 forselect

The forselect program spawns two communicating for-select loop and both goroutines terminate when channel term is used. The choice of sending or receiving from the channels inside the for-select loop is non-deterministically decided by the select primitive in Go.
D.2 cond-recur

The cond-recur program is similar to forselect but the decision of when to terminate the for-select loop is determined by a conditional in the x goroutine, rather than a terminating channel.

```go
package main
import "fmt"
func x(ch chan int, done chan struct{}) {
  i := 0
  for {
    if i < 3 { // This condition decides when to terminate.
      ch <- i
      i++
    } else {
      done <- struct{}{} // Send terminate message
      return // Break out of loop.
    }
  }
}
func main() {
  done := make(chan struct{})
  ch := make(chan int)
  go x(ch, done) // Spawn a decision making goroutine.
  FINISH: // Break out of process
  for {
    select {
      case x := <-ch:
        fmt.Print(x)
      case done := <-done: // Terminate message.
        break FINISH // Break out of loop.
    }
  }
}
```

D.3 jobsched

The jobsched program sets up a shared job queue between two workers to process the incoming jobs.

```go
package main
import ( // "fmt"
  "time"
}
var i int
func worker(id int, jobQueue <-chan int, done <-chan struct{}) {
  for {
    select {
      case jobID := <-jobQueue:
        fmt.Println(id, "Executing job", jobID)
      case done:
        fmt.Println(id, "Quits")
    return 
    }
  }
}
func morejob() bool {
  i++
  return i < 20
}
func producer(q chan int, done chan struct{}) {
  for morejob() {
    q <- i
    close(done)
  }
}
func main() {
  jobQueue := make(chan int)
  done := make(chan struct{})
  go worker(1, jobQueue, done)
  go worker(2, jobQueue, done)
  go producer(jobQueue, done)
  time.Sleep(1 * time.Second)
}
```

E. Additional Discussion of Related Work

We discuss some additional related work.

**Session types.** Another key limitation of session typing is that conditional branching is usually typed with the following rule:

\[
\Gamma \vdash e : \text{bool} \quad \Gamma \vdash P \triangleright \Delta \quad \Gamma \vdash Q \triangleright \Delta
\]

\[
\Gamma \vdash \text{if } e \text{ then } P \text{ else } Q \triangleright \Delta
\]

The rule above (even in the presence of subtyping, e.g. \cite{I1}) enforces that the communication behaviour of the two branches must be fundamentally the same. This turns out to be too restrictive in practice, where branching is mostly used to define the conditions under which behaviour should indeed be morally different.

**Model Checking.** The classical work \cite{D11} verifies progress properties ($\square \phi$) of the $\pi$-calculus applying a LTL model checking tool to types which take the form of CCS terms. To limit state-space explosion, the work relies on an assume-guarantee reasoning technique. The work requires “user input” type signatures (annotations) on processes. Our framework does not require such annotations.

The work \cite{D19} studies a verification of Erlang programs where processes communicate via unbounded mailboxes and can be spawned dynamically and potentially infinitely. Erlang programs are modelled as vector addition systems (VAS) and a VAS-based tool is used to check simple reachability properties. The model is limited to a bounded number of channels, hence the topologies represented in their work are more limited than those induced by fenced types.

The work \cite{D55} uses higher-order model checking to verify a concurrent calculus which features dynamic process creation. They transform processes into higher-order recursion schemes, which in turn generates action trees on which they can check whether two threads enter the same critical section. Because the action trees model executions only at the single process level (i.e. ignoring how processes are interleaved and communicate with each other), it is not straightforward to adapt their approach to verify our liveness and safety properties.